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Abstract

We establish a lower bound of (1.12 — o(1)) nlogn
on the size of any n-input sorting network; this is
the first lower bound that improves upon the trivial
information-theoretic bound by more than a lower or-
der term. We then extend the lower bound to com-
parator networks that approximately sort a certain
fraction of all input permutations. We also prove a
lower bound of (¢ — o(1)) log n, where ¢ & 3.27, on the
depth of any sorting network; the best previous result
of approximately (2.41 — o(1)) logn was established
by Yao in 1980. Our result for size is based on a new
technique that lower bounds the number of “0-1 colli-
sions” in the network; we provide strong evidence that
the technique will lead to even better lower bounds.
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1 Introduction

The study of sorting networks has received consider-
able attention over the past several decades. In ad-
dition to providing a simple and elegant framework
for many parallel and sequential sorting algorithms,
sorting networks have also proved to be useful in sev-
eral other applications, such as circuit switching and
packet routing [10, 12, 19].

A comparator network 1s commonly defined as a lev-
eled acyclic circuit of comparators, each having two
input wires and two output wires. One of the out-
put wires is labeled as the maz-output, and receives
the larger of the two input values; the other output is
called the min-output, and receives the smaller value.
We say that an n-input comparator network is a sort-
ing network 1f it produces the same output sequence
on all n! permutations of [n]. (We use [n] to denote the
set {0,...,n—1}.) The depth of a network is defined
as the number of levels, and the size of a network is
defined as the number of comparators in the network.

Thus, sorting networks can be seen as a simple
model for oblivious (i.e., non-adaptive) sorting algo-
rithms, where the depth and size of the network corre-
spond to the parallel running time and the amount of
hardware, respectively, that are needed to implement
the algorithm. A fundamental problem in the study of
sorting networks is the construction of networks that
achieve a small size and/or depth. We refer the read-
ers to [10, 19] for excellent surveys of the history of
this problem.

1.1 Previous results

There is a trivial information-theoretic lower bound of
log(n!) = nlogn — nloge on the number of compar-
isons required by any comparison-based sorting algo-
rithm. (We use “log” for the base 2 logarithm, and
“In” for the natural logarithm.) For the class of non-
oblivious sorting algorithms, this lower bound can be
easily matched, within a lower order term, by simple
and well-known algorithms such as heapsort, merge
sort, or binary-search-based insertion sort. However,



the situation is quite different in the case of sorting
networks.

Two elegant sorting networks of size O(nlog” n) and
depth O(log? n) were described by Batcher [5] in 1968.
Following the work of Batcher, no improvements in
the upper bounds were obtained for a number of years,
and it remained uncertain whether a size of O(nlogn)
or a depth of O(log n) could be achieved by any sorting
network. In fact, Knuth conjectured that sorting net-
works of size O(nlogn) do not exist (see Exercise 51
on page 243 of [10]).

This conjecture was finally disproved in 1983 by Aj-
tai, Komlds, and Szemerédi [1], who described a sort-
ing network with size O(nlogn) and depth O(logn),
commonly referred to as the “AKS network”. How-
ever, even after several improvements in the construc-
tion of the network [2, 18], the constants hidden by
the big-Oh notation remain impractically large.

Overall, the construction of sorting networks with
small size and/or depth seems to be fundamentally
more difficult than the design of fast non-oblivious
sorting algorithms. A natural question to ask is
whether there exists a lower bound for sorting net-
works that is significantly larger than the information-
theoretic bound, thus formally establishing this seem-
ingly apparent difference in complexity between sort-
ing networks and algorithms. However, despite a num-
ber of attempts, not much progress has been made on
this question so far.

In particular, Van Voorhis showed a simple lower
bound of nlogn in [22], and a more difficult lower
bound of nlogn+ (n/2)loglogn+Q(n) in [23]. While
this is the best result known so far, it gives only a
lower order improvement over the trivial information-
theoretic bound of nlogn —nloge. In related work, a
number of bounds have been established for the size of
comparator networks for merging and selection (see [3,
8,9, 11, 16, 20, 21, 24, 25], and see Theorem F on
page 230 of [10] for a result due to Floyd).

For the depth of sorting networks, Yao [24] has
shown a lower bound of approximately (2.41 —
o(1))logn. This should be compared with the (2 —
0(1)) log n trivial information-theoretic bound. (Note
that each level of a comparator network contains at
most n/2 comparators.) In fact, Yao’s lower bound
was established for the depth of certain selection net-
works, but it also gives the best result currently
known for the case of sorting. For small values of
n, some computer-aided approaches for finding upper
and lower bounds have been developed [6, 17].

Finally, significantly better upper bounds are known
for comparator networks that sort all but a small

fraction of the n! input permutations. In particular,
Leighton and Plaxton [15] have described a compara-
tor network of size ¢y nlgn and depth c;logn that
sort all but a superpolynomially small fraction of the
n! input permutations, where ¢; & 3.22 and ¢5 &~ 7.44.
Selection and merging networks that work for most in-
put permutations have been studied in [7, 14].

1.2 Contributions of this paper

The main contributions of this paper are as follows:

1. We prove a lower bound of (1.12—0(1)) nlog n for
the size of any n-input sorting network. This is
the first lower bound for size that improves upon
the information-theoretic bound by more than a
lower order term, and it demonstrates that signif-
icantly more comparisons are required for sorting
in the network model than in the more general
comparison-based algorithm model.

2. We extend essentially the same lower bound to
the size of comparator networks that approxi-
mately sort a certain fraction of all input per-
mutations.

3. We prove a lower bound of (¢ — o(1)) logn for the
depth of any sorting network, where ¢ &~ 3.27.
This improves upon a lower bound of approxi-
mately (2.41 — o(1)) log n established by Yao [24]
in 1980.

Our results for size are based on a new lower
bound technique described in Corollary 2.1. Infor-
mally speaking, this technique reduces the problem of
showing a lower bound on the size of a sorting net-
work to that of showing a lower bound on the number
of “0-1 collisions” (that is, the number of comparators
that perform a comparison between a “0” and a “1”
under some 0-1 input sequence).

The number of “0-1 collisions” 1s then lower-
bounded by a potential function argument. The
strength of the resulting lower bound depends on the
choice of a good potential function. In this paper, we
formally establish a lower bound of (1.12—0(1)) nlogn
for the size of any sorting network. We also provide
strong evidence for the existence of better potential
functions, and thus better lower bounds. In particular,
we propose a potential function that we conjecture will
lead to a (¢—o(1)) nlogn lower bound with ¢ ~ 1.266;
this appears to be the best constant achievable under
our potential function argument.

The remainder of this paper is organized as follows.
In Section 2, we describe the reduction to the number



of “0-1 collisions”. Section 3 contains the potential
function argument, and Section 4 describes an exten-
sion to the size of comparator networks that sort a cer-
tain fraction of all input permutations. In Section 5,
we establish the lower bound for depth. Finally, Sec-
tion 6 contains some concluding remarks.

2 A Size Lower Bound Based on
Counting “Collisions”

For each n > 1, let S(n) denote the minimum size
of any m-input sorting network. In this section, we
describe how to lower bound S(n) by another quantity
C'(n), which corresponds to the minimum number of
“collisions” in any n-input sorting network. The main
result of this section is Corollary 2.1, which will be
used in the next section to establish a lower bound on
S(n).

In a certain sense, the technique in this section
can be viewed as a highly nontrivial variant of an
old technique introduced by Floyd [10, Theorem F on
page 230] to lower bound the size of merging networks.
(See [13] for another more sophisticated application of
this technique.) Floyd’s technique roughly proceeds as
follows. Let M (n) denote the minimum size of any n-
input comparator network for merging two sorted lists
of length n/2. Consider an arbitrary n-input merging
network M of size M (n). As argued in [10, Theorem F
on page 230], we may assume without loss of generality
that M is given in such a form that an input sequence
to M may have up to n/4 items to be moved from
My (the upper half of M) to M; (the lower half of
M), and vice versa. Thus, M needs to have at least
n/4 comparators connecting My and M;. In addi-
tion, it is easy to argue that both M, and M must
be merging networks with n/2 inputs each. Thus, we
have

M(n) > 2M(n/2) + n/4, (1)

which solves to give M (n) > (n/4) logn.

It would be nice if we could adapt Floyd’s argu-
ment directly to obtain a lower bound for sorting net-
works of the form (¢ — o(1))n log n for some fixed con-
stant ¢ > 1. Unfortunately, however, direct applica-
tion of Floyd’s argument only yields a trivial lower
bound of (n/2) logn since an input sequence to a sort-
ing network may have up to n/2 items to be moved
from the upper half to the lower half, and vice versa.
Moreover, the triviality of such a lower bound 1s not
due to any underestimate of the number of such com-
parators, since there do exist sorting networks (e.g.,
Batcher’s bitonic sorting network [5]) that have ex-
actly n/2 comparators connecting the upper and lower

halves. Hence, Floyd’s type of argument may not seem
helpful at all in the context of proving nontrivial lower
bounds for sorting networks.

The novelty of our technique is to partition a sorting
network into two subnetworks in a “dynamic” fashion
so that the number of comparators connecting the two
subnetworks is at least (c—o(1))n for some fixed ¢ > 1.
That is, the partition is not fixed in advance, but may
depend on the structure of the sorting network.

2.1 Partitioning a sorting network relative to
a given 0—1 input vector

Throughout this subsection, fix n > 1, let A" denote a
given n-input comparator network, and let ¢ denote a
given 0-1 vector of length n. Let k& denote the num-
ber of 0’s in ¢. Input vector ¢ induces a partition of
the comparators of A into three classes: (i) the 0-0
comparators, i.e., those comparators for which both
input wires contain a 0, (ii) the 1-1 comparators, i.e.,
those comparators for which both input wires contain
a 1, and (iii) the 0-1 comparators, i.e., those com-
parators for which one input wire contains a 0 and
the other input wire contains a 1. Let a(N, @) (resp.,
b(N, ), c(N, ¢)) denote the number of 0-0 (resp., 1-1,
0-1) comparators in comparator network N on input
vector ¢. We also refer to each 0-1 comparator as a
collision. Thus, ¢(N, ¢) is the number of collisions in
comparator network A on input vector ¢.

Lemma 2.1 If N s a sorting network, then
a(N,6) > S(k) and b(N',6) > S(n — k).

Proof: We only prove that a(N,¢) > S(k); an en-
tirely symmetric argument can be used to establish
the second inequality.

From sorting network A" and 0-1 input vector ¢, we
construct a k-input comparator network Ny as follows:
(i) remove all wires from A that receive a 1 under in-
put @, (ii) remove all 1-1 comparators from A" (which
are now isolated), and (iii) for each 0-1 comparator »
in NV, remove x and connect the only remaining input
of  directly to the lone remaining output of . (It is
straightforward to prove that Nj is indeed a k-input
comparator network.) Note that there is a one-to-one
correspondence between the set of comparators in Ny
and the set of 0—0 comparators in . Hence, N is of
size a(N, ¢).

Furthermore, the behavior of Mg on a given permu-
tation of [k] mimics that of the corresponding subnet-
work of A when the same input permutation of [k]
is applied to the k& “O-inputs” (i.e., input wires that
receive a 0 under input ¢) of A, and the input value



k is passed to each of the remaining n — k “l-inputs”.
(By “mimics” we mean that each comparator in N
receives the same pair of input values as the corre-
sponding comparator in A'. The preceding claim is
straightforward to prove by induction on the number
of levels in the network.) Since all such inputs are
sorted by A (which is a sorting network), each of the
k! possible permutations of [k] is mapped to the same
output permutation by Ny, i.e., Ay is a sorting net-
work. We conclude that a(N, @) > S(k), as required.
|

2.2 A lower bound recurrence for S(n)

Let &,, denote the set of all n-input sorting networks.
Let

¢l = AIfIél‘SII,Lwa{lo%i(}nc(N’qs)'

We now show how a lower bound on C'(n) can be used
to obtain a lower bound on S(n).

Lemma 2.2 S(n) > ming<;<n(S(7)+S5(n—i))+C(n).

Proof: Let N denote an n-input sorting network of
size exactly S(n). By the definition of C(n), there
exists a 0—1 input vector ¢ such that c¢(N, ¢) > C(n).
Let & denote the number of 0’s in ¢. By Lemma 2.1,

S(n)

a(N,8) +b(N, ) + ¢(N, )
S(k) + S(n — k) + C(n)

min (5(3) +5(n ) +C(n).

(AVARAY/

Corollary 2.1 If C(n) > (c — o(1))n, then S(n) >
(¢ —o(1))nlogn.

Proof: The proof is a straightforward induction on
n, using Lemma 2.2 and the convexity of the function

zlogx. A

3 Lower Bounds for C'(n)

This section is devoted to proving the following theo-
rem.

Theorem 1 C(n) > (1.12 — o(1))n.

By Corollary 2.1, we immediately obtain the first main
result of the paper.

Theorem 2 S(n) > (1.12 — o(1))nlog n.

3.1 The expected number of collisions in a
sorting network

Direct analysis of the function C(n) appears to be dif-
ficult. Our lower bound is obtained by considering
instead C'(n), which corresponds to the minimum ex-
pected number of collisions in any n-input sorting net-
work when the input is a random 0-1 vector, that is,
the input is a 0-1 vector drawn uniformly at random
from {0, 1}". Formally, we have

C(n) = AIfIél‘SI‘l

Z e(N,8) ] /2" .

#€{0,1}7
By a straightforward averaging argument, we have
Cn) > Tn). (2)

As a result, any lower bound for C'(n) is also a lower
bound for C'(n). In Subsection 3.4, we prove that
C(n) > (1.12 — o(1))n.

3.2 The class of “good” potential functions

We employ a potential function argument to obtain a
lower bound on C(n). The choice of potential func-
tion 1is critical for obtaining the highest possible con-
stant factor in our lower bound. In fact, we have i1den-
tified an infinite sequence of potential functions, de-
fined in Subsection 3.4, which we believe can be used
to establish successively higher lower bounds on C(n).
Our lower bound argument requires that the potential
function be “good”, as defined below:

Definition 3.1 Let ®(p) be a continuous real-valued
Junction defined over the interval [0,1]. We say that
®(p) is a good potential function if and only if the
following conditions hold:

(a) ®(0) = ®(1) = 0,

(b) for0 < p<1,0<qg< 1, andpg <r <
min{p, ¢}, we have

O(p) + P(q) —@(r) —P(p+qg—7) <p+q—2r

While we conjecture that every function in the infi-
nite sequence alluded to above, and defined in Sub-
section 3.4, is a good potential function (see Subsec-
tion 3.5 for further discussion of this conjecture), we
have only proved that the first two functions in the
sequence are good. As a result, there is a significant
gap between the best lower bound that we have been
able to establish on C(n), namely (1.12 — o(1))n, and
the lower bound that would be established if we could
prove that every potential function in the sequence is
good, namely (v* — o(1))n, where v* &~ 1.266.



3.3 The potential function argument

In this subsection, we establish the following lower

bound on 6(71)

Lemma 3.1 If ® s a good potential function, then
Cn) > (9(1/2) — of1)).

We begin with some definitions. A function u from
{0,1}" to {0, 1} is an increasing function if

< xn—l)

B xn—l)a

U(IOa ceey i1, Oa Litly .-
< u(wo, ..

Sxio1, L xig,

for 0 < ¢ < n. The definition of a decreasing function
from {0,1}" to {0,1} is analogous. We state with-
out proof the following classical result (see, e.g., [4,
Chapter 6] for a proof).

Lemma 3.2 (The FKG inequality)

Let Xo,...,Xn_1 be i.i.d unbiased 0-1 random
variables.  If u and v are two decreasing func-
tions from {0,1}" to {0,1}, then u(Xo,..., Xn_1)
and v(Xy,...,Xn_1) are positively correlated, i.e.,

Ef[uv] > E[u]E[v].

Lemma 3.3 Let N be an n-input comparator net-
work, and let the input to N be a random 0-1 vector.
Then for all pairs of output indices i and j, the event
that the ith output receives a 0 and the event that the
jth output recewes a 0 are positively correlated.

Proof: This follows from the FKG inequality. To see
this, we need to check that the value of any output is
an increasing function of the input sequence. This can
be shown by induction on the number of comparators,
since both min and max (the functions applied at each
comparator) are increasing functions. ll

Let A be a comparator network and let #; (resp.,
y;) denote the probability that the éth input (resp.,
output) receives a 0 when the input to A is a random
0-1 vector. For any potential function @, define the
input potential of N as ®;,(N) = Y o<icn @(xi). Sim-
ilarly, define the output potential of N as @,y (N) =
2 o<i<n PYi)-

Lemma 3.4 Let N’ be an n-input comparator net-
work obtained by appending a comparator x to an n-
input comparator network N, and assume that the in-
put to N is a random 0-1 vector. Let ® be a good
potential function. Then the probability of a collision
occurring at x is at least @, (N) — Py (N).

Proof: Let p (resp., q) be the probability that the
first (resp., second) input to comparator z holds 0,
and let s denote the probability that both inputs hold
0. The probability that the larger output of z is 0 1s s,
and the probability that the smaller output of « 1s 0 is
p+q—s. By Lemma 3.3, s > pg. On the other hand,
it is clear that s < min(p, ¢). Hence, Property (b) of
Definition 3.1 implies that

q)out(N) - q)out(N/)
®(p) + @(q) — ®(s) —(p+4q— )
p+q—2s.

IN

We conclude the proof by noting that the probability
that a collision occurs in comparator x is (p—s)+(¢—
s)=p+q—2s. 1

Corollary 3.1 Let N be any n-input comparator net-
work, and assume that the input to N is a random 0—1
vector. Let ® be a good potential function. Then the
expected number of collisions occurring in N is al least

Doy (N) = Poue(N) = 1 B(1/2) — @ oo (N).

Proof: Straightforward by Lemma 3.4 and linearity
of expectation. H
Proof of Lemma 3.1: By Corollary 3.1, it is suf-
ficient to prove that for any sorting network A, and
any good potential function ®, we have

D, (N) = on). (3)

In order to establish Equation (3), we partition the
outputs of A into three groups: (i) the n/2 —+v/nlnn
lowest ranked outputs, (ii) the n/2 — v/nlnn highest
ranked outputs, and (iii) the remaining 2v/n In n “mid-
dle” outputs. We now bound the contribution of each
group of outputs to the sum defining ®,,,(N). By a
standard Chernoff bound argument [4, Theorem A.1
on page 233], each of the outputs in group (i) has an
associated probability of receiving a 0 that is greater
than or equal to 1 —exp(—2Inn) = 1—-1/n? = 1—0o(1).
(An output in group (i) can receive a 1 only if the total
number of 1’s in the random 0-1 input vector exceeds
n/2 by at least v/nlnn.)

Since the potential function @ is continuous and
®(1) = 0, the contribution of each output in group (i)
is ®(1—o0(1)) = o(1). Hence, the total contribution of
the outputs in group (i) to @,y (N) is o(n). A simi-
lar argument shows that the total contribution of the
outputs in group (ii) to @4y (A) is o(n). Finally, note
that the contribution of any single output to @,y (N)
1s at most some constant independent of n. Hence,



the total contribution of the outputs in group (iii) to
D,y (N) is O(v/nlogn) = o(n). Together these argu-
ments imply that Equation (3) holds, completing the
proof of Lemma 3.1. B

3.4 A good potential function

In this subsection, we first define an infinite sequence
of potential functions g4, d > 1. Then, we prove that
g2 1s a good potential function. Finally, we use g» to
prove the correctness of Theorem 1.

We first inductively define an infinite sequence of
real functions fy (d > 1) over the interval [0, 1]:

ifd=1
+p—p? ifd>1.

falp) = { g;f;Hf;—l(?p—pQ)
In particular,
f2(p) = 2p = 3p* + 2p° — p*.
We next define a sequence of constants v4 (d > 1) as
fa(1/2)
2(2fa(1/2) = fa(1/4) — fa(3/4))

fa(1/2)
A(fa(1/2) = fa(1/4))
where the latter equality follows from the observation

that f4(p) = fa(l —p) foralld > 1 and 0 < p < 1.
For example,

Yd =

v1 =1 and v = 28/25 = 1.12. (4)
Given f; and ~g4, potential function g4 is defined as
9a(p) = vafa(p)/ fa(1/2). (5)

It is straightforward to prove that ¢; 1s a good po-
tential function. However a direct application of ¢
only yields a trivial lower bound of (1 — o(1))nlogn
for S(n). To obtain a nontrivial lower bound, we need
to prove that g4 is a good potential function for some
d > 2. In fact, numerical experiments suggest that
9a(1/2) > g4-1(1/2) for all d > 1. Hence, we could
hope to prove better and better lower bounds on S(n)
by proving that g4 is a good potential function for
larger and larger values of d. In particular, we conjec-
ture that all of the g4’s are good potential functions
(see Subsection 3.5).

Lemma 3.5 The potential function g2 ts good.

Proof: The function g5 is clearly continuous. Thus,
it remains only to verify that Properties (a) and (b) of

Definition 3.1 hold for g2. Property (a) is immediate.
Before addressing Property (b), observe that

11

9 (p) = —6+4+12p— 12p2
= —6(p"+(1-p)?)
< 0

for 0 < p < 1. Thus, f5 and g» are both concave.
To verify Property (b), we need to show that

g2(p) + 92(q9) — 92(r) —g2(p+ ¢ — 1)
< ptg-—2r (6)

holds for all p, ¢, and r such that 0 < p,q < 1 and pg <
7 < min{p, ¢}. Note that the difference between the
right-hand side and the left-hand side of Equation (6)
is a concave function in r, as its second derivative is
equal to ¢5(r)+ g5 (p+q—r) <0, since gz is concave.
Thus, in order to show that Equation (6) holds for
pg < r < min(p, q), it suffices to show that it holds
for r = pq and for » = min(p, ¢). The second case is
straightforward, and so we are left to verify that the
quantity

p+a—2pg—g2(p) — 92(q)
+ 92(pq) + g2(p + ¢ — pq) (7)

is nonnegative. Letting p = (v 4+ v + 1)/2 and ¢ =
(u— v+ 1)/2, this quantity becomes

1
50 (3u? 4+ 18u* — 20u’ — u® + 69v? +

108u2v? + 36utv? + 4ubv? — 14v* —

12u?v? — 6utv? — 405 + 4u?v® — oB).

Since 0 <p <1l and 0 < ¢ <1, we have |u| < 1 and
|v] < 1. Thus, we have 20u® +u® < 21u* < 3u?+18u?
and 14v* + 12u?v* + 6utv? + 405 + v® < 3702, This
implies that the negative terms in the above expression
are dominated by the positive terms. Hence, the above
expression is nonnegative, as desired. Hll

Proof of Theorem 1: By Equations (4) and (5),
g2(1/2) = 1.12. Hence, the correctness of the theorem
follows from Equation (2) and Lemmas 3.1 and 3.5. l

3.5 A seemingly valid and optimal potential
function

We say that an n-input comparator network n’-

approximately sorts all but an ¢ fraction of the n! in-
put permutations if there exists a fixed permutation
7 : [n] — [n] and a fixed set of n® output wires S such



that, on at least (1—¢)n! of all input permutations, the
rank of the input item that finishes in output ¢ will be
in the interval [7(i)—n®, 7 (i)+n’] for all i ¢ S, where §
is a constant less than 1. Because the output potential
of an n-input comparator network that approximately
sorts all but a polynomially small fraction of the n!
permutations is o(n), our lower bound argument for
C(n) can be adapted to show the following.

Lemma 3.6 The expected number of collisions in
an n-input comparator network that n’-approzimately
sorts all but a polynomially small fraction of the n!
input permutations (where & is a constant less than 1)
is at least (1.12 — o(1))n.

The following result is proved in [15].

Theorem 3 (Leighton-Plaxton) There exists a
fired permutation 7 : [n] — [n] and a fived set of
nd output positions S in an n-player butterfly tour-
nament such that if the n players start in random po-
sitions, then with probability at least 1 — O(2™"") the
rank of the player finishing in output i is in the inter-
val [n(i) —n®, 7(i) + nd] for alli & S.

On the other hand, a direct calculation shows that
the expected number of collisions in an n-input but-
terfly when the input is a random 0-1 vector is
(v* = o(1))n, where

v~ 1.266. (8)

This leads us to ask whether the constant 1.12 in
Lemma 3.6 can be improved. We conjecture that, in-
deed, Lemma 3.6 is valid if 1.12 1s replaced by v*. We
provide below evidence supporting this conjecture, al-
though we do not yet know of a formal proof.

We observe that fg(p) is equal to the expected num-
ber of collisions in a butterfly of depth d, divided by
the number of inputs, where the inputs are 1.i.d. 0—
1 random variables; each of which is equal to 0 with
probability p. (In the following, we refer to this as the
expected number of collisions per input.) This observa-
tion can be shown by induction on d. The case d = 1
follows easily. Assume now that the induction hypoth-
esis holds for d — 1. The expected number of collisions
per input in the first level of the butterfly is p — p?.
The rest of the butterfly consists of two sub-butterflies
of depth d — 1. The inputs to the first sub-butterfly
are 1.1.d. 0—1 random variables, each of which is equal
to 0 with probability 2p — p?. The expected number
of collisions per input in this sub-butterfly i1s equal to
Ja—1(2p — p?). Similarly, the expected number of col-
lisions per input in the second sub-butterfly is equal

to fa—1(p?). Thus, the expected number of collisions
per input in the entire butterfly is

2 .2
ooyt g Jam1lp )+j;d_1(2p P _ o).

The proof of Theorem 3, together with the above
interpretation of fq(p), shows that fy(p) is uniformly
bounded in d for all p € [0,1]. For fixed p € [0, 1],
the sequence f4(p) is increasing and bounded, and so
it converges to a real number f(p). (It is possible to
define the function ¢ in a similar fashion, but it turns
out that g(p) = f(p) forall p € [0, 1].) Tt can be shown
that f is a continuous function of p. Note that f is the
limit, as n goes to infinity, of the expected number of
collisions per input in an n-input butterfly. It follows
from the recursive definition of f; that f satisfies the
functional equation

2 2

fp) =p—pit fp )+J;(2p P
We have written a computer program based on this
functional equation that evaluates f(p) to a high de-
gree of precision for a large number of evenly-spaced
values of p in [0,1]. We have also written a program
to evaluate f; for any given d. The function values
generated by our programs lead us to the following
conjecture.

Conjecture 1 The functions g4, ford > 2, and f are
good potential functions.

If Conjecture 1 holds, then the constant 1.12 occur-
ring in our lower bounds can be improved to f(1/2) =
4+ & 1.266.

4 Lower Bounds for Networks Approx-
imately Sorting Some Permutations

In this section, we extend our size lower bound for
sorting networks to comparator networks that approx-
imatedly sort a certain fraction of all input permuta-
tions. Throughout the section, we assume that @ is a
good potential function. For example, we can think of
® as the function g, defined in Section 3.

Lemma 4.1 Let N be an n-input comparator network
such that for all but en! of the n! input permutations,
all but B of the n input items are output to a position
that is within A of the correct position in a sorted
order. Then, the expected number of collisions when a
random 0-1 vector is input to N is at least

d(1/2yn—0 (en—i—?B—i—QA—i—Q\/nlnn—l—n%).



Proof Sketch: By Corollary 3.1, we need only show
that

By (N) < O (en—l— 2B + 2A + 2\/n1nn+n%) .

This 1s done in a manner that is similar to the proof
of Lemma 3.1. Specifically, we bound the probability
that an output is incorrect, making use of the fact that
most input permutations are mostly near-sorted. The
full proof will appear in the final version of the paper.

Theorem 4 For any € > 0, let N be an n-input com-
parator network such that for all but en! of the n! input
permutations, all but B < n€ of the n input items are
output to within A < n® of the correct position in a
sorted order. Then, N must have size at least

®(1/2)nlogn — O(enlogn) — O(nloglogn).

Proof Sketch: The proof is analogous to that of
Theorem 2 except that we must use Lemma 4.1 in-
stead of Lemma 3.1 and we need to be much more
careful with the recursion. In particular, we will need
to find an alternative argument to Lemma 2.2. Our
approach will be to explicitly examine the behavior of
the network on input sequences that have a restricted
number of random 0-1 inputs as well as a specified
number of —oco and +oco inputs. In this way, we will
be able to obtain a better handle on the number of
comparators that compare inputs in various regions.

In particular, we will manipulate the numbers and
locations of oo inputs to focus attention on how to
derive lower bounds on the size of various subnetworks
of the network. The lower bound is then derived by re-
peated applications of Lemma 4.1 on the subnetworks
in combination with an averaging argument.

The full details will be presented in the final version
of the paper. l

Theorem 5 Let N be an n-input comparator network
that for at least dn! of the n! input permutations sorts
all but n® of the input items to within n® of their cor-
rect position. Then, N must have size at least

®(1/2)nlogn — O(enlogn) —
O(nloglog(1/6)) — O(nloglogn).

In particular, if § > e="", then N' must have size at

least

®(1/2)nlogn — O(enlogn) — O(nloglogn).

Proof Sketch: The proof is derived by examining
the performance of A" on various subsets of its in-
puts. An averaging argument is used to show that
if N works for at least some input sequences of length
n, then most of the various subnetworks of A work
for most inputs. Then, Theorem 4 1s applied to the
subnetworks to obtain the lower bound. The full proof
will appear in the final version of the paper.

5 A Lower Bound on Depth

In this section, we prove a lower bound of approx-
imately (3.27 — o(1))logn on the depth of any n-
input sorting network. Our lower bound argument
is an extension of the approach employed by Yao in
[24]. More precisely, Yao established a lower bound of
(1/(2 —log3) — o(1)) logn for the depth of certain se-
lection networks; as a direct corollary, this also implies
an identical lower bound for the depth of any sorting
network. In the following, we show how to improve
the lower bound in the case of sorting networks.

Theorem 6 Any n-input sorting network has depth
at least (1/(1 —log(a—1)) —o(1))logn =~ (3.27 —
o(1)) logn, where a = (3 + \/5)/2

We point out that this lower bound only applies to
networks that sort all input permutations. For net-
works that sort a certain fraction of all input permu-
tations, a lower bound of (2.24 — o(1)) logn follows
directly from Theorem 5. We are not aware of any
previous results for this case.

Throughout this section, we assume that all com-
parator networks are given in Knuth’s standard form
[10], where the network consists of n horizontal lines
numbered from 0 to n — 1, and a set of comparators,
such that every comparator outputs the larger of its
two input values to the higher-numbered line. Tt is well
known that every comparator network can be trans-
formed into such a standard form, without increasing
its size or depth.

We say that an n-input comparator network is an
(n, k)-selection network if, on all input permutations,
the network outputs the smallest & values on the first
k output wires of the network, and the largest n — k
values on the last n— k& output wires. An n-input com-
parator network is called an (n,k, A)-approzimate-
selection network if, on all input permutations, the
network outputs the smallest k& values on the first
k 4+ |A] output wires, and the largest n — k values
on the last n — k + | A] output wires.

The next lemma is essentially due to Yao [24],
who established a similar result for the case of



(n,t)-selection, whereas our lemma is for (n,t,t)-
approximate-selection. For ease of notation, we use
T(n,t,t) to denote the smallest depth of any (n,?,1)-
approximate-selection network.

Lemma 5.1 For anyt <n,

2 [log(t + 1)] (9)

llogt]
> % Z ([log(t +1)] — ) (T(n,.t,t)).

N 2
1=0

Proof Sketch: The proof is almost identical to that
of Theorem 4.1 in [24]. To prove Theorem 4.1 of [24],
Yao assigned a weight to each segment of a wire in the
network and argued that at most ¢ output segments in
an (n,t)-selection network could have weight less than
or equal to |logt]. (A wire of a comparator network is
viewed as being partitioned into d+ 1 segments, where
d denotes the depth of the network.) The only change
needed in our proof is that an (n,t,t)-approximate-
selection network may have up to 2¢ (as opposed to
t) output segments with weight less than or equal to
[logt]. This is also why we have an extra factor of 2
on the left-hand side of Equation (9), compared with
Equation (16) of [24]. W

The next lemma is given as Exercise 25 on page 239
of Knuth’s book [10] (see page 639 for a solution).

Lemma 5.2 Let w be any wire of a comparator net-
work. If w contains value i under input permutation
mi, and value j >t under input permutation m;, then
for any k with ¢ < k < j there exists an input permu-
tation my, such that w contains value k under 7.

The next lemmais the key to extending Yao’s depth
lower bound for selection to a larger lower bound for
sorting.

Lemma 5.3 Given any sorting network C and any
B with 0 < B < 1, let Cs be the network ob-
tained from C by removing all comparators located in
the last |Blogn| levels. Then Cg is an (n,n” n’)-
approrimate-selection network.

Proof: Assume for contradiction that Cs is not
an (n,n? nf)-approximate-selection network. Thus,
there exist 4, € [n] with |j —i| > n”, and an input
permutation m such that j appears on output wire ¢
of Cs under m. We assume j > ¢; the case ¢+ > j is
symmetric.

Since Cg is given in standard form, the value 7 will
appear on output wire ¢ under the identity permu-
tation. By Lemma 5.2, this means that each of the

li —i| + 1 > n” values between i and j appears on
output wire ¢ under some input permutation.

However, since every comparator has a fan-out of
two, at most 20719871 < nf of the output wires of C
are reachable from output wire ¢ of Cs. This implies
that C cannot sort every input permutation, which
contradicts our assumption that C is a sorting network.

Lemma 5.3 implies that the depth of any sorting
network is at least Flogn larger than the depth of an
(n,n? nf)-approximate-selection network.

Proof Sketch of Theorem 6: At a high level, we
prove the claimed lower bound as follows. Let ¢ =
n®, where « is a constant to be chosen later. We
first apply Lemma 5.1 to obtain a depth lower bound
of (Age — o(1)) log n for any (n, n®, n)-approximate-
selection network, where A, is a constant depending
on «). Then, by Lemma 5.3, we obtain a depth lower
bound of (Aya+a—o(1)) log n for any sorting network.
Finally, we choose a particular a to maximize the value
of Aja+ a.

For a = 1/(3(2 — log3)) ~ 0.80, as computed
by Yao [24], Lemma 5.1 implies a lower bound of
(3a—o(1)) logn = (2.41 — o(1)) log n on the depth of
any (n,n®, n®)-approximate-selection network. This,
together with Lemma 5.3, immediately implies a lower
bound of (4o — o(1))logn = (3.21 — o(1))logn on
the depth of any sorting network. Such a choice of
a indeed yields the best lower bound for selection
networks (or (n,t,t)-approximate-selection networks)
attainable from Lemma 5.1. For sorting networks,
however, we need to choose a different « so that the
lower bound of the form ((Aq 4+ 1)a — o(1))logn is
maximized. The calculations are similar to those of
Yao [24], and will be included in the full paper. B

6 Concluding Remarks

We have established new lower bounds for the size
and depth of sorting networks. Furthermore, we have
extended our size lower bound to obtain essentially
the same bound for comparator networks that only
approximately sort a small fraction of the n! input
permutations. The size lower bound is obtained by
counting the number of “0-1 collisions” in a compara-
tor network. In particular, we have lower-bounded
the number of 0-1 collisions by a potential function
argument. The particular potential function we have
exploited in the paper (i.e., g2) leads to a lower bound
of (1.12—0(1)) nlogn. Using the same potential func-
tion, we can also establish a constant factor slightly



larger than 1.12 by: (i) showing that the expression of
Equation (7) is 0 only at the point (p,q) = (1/2,1/2),
and (ii) establishing an upper bound on the drop in
potential at each comparator. Moreover, we have pro-
vided strong evidence that another potential function,
the function f defined in Section 3.5, will yield a lower
bound of v*nlogn, v* & 1.266, which appears to be
the best bound achievable by any potential function
in the context of counting the expected number of 0-1
collisions.

Since the potential function argument is based on
lower bounds for C'(n), which corresponds to the ex-
pected number of 0-1 collisions, we believe that a still
better constant, larger than ~*, is also possible by
proving lower bounds for C'(n), which corresponds to
the maximum number of 0-1 collisions.
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