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Abstract

Saving power in datacenter networks has become a pressing issue as the networks tend to consume steady power even when many
servers may be idle during periods of low activity. While in operation, ElasticTree and CARPO can save power consumed by a
fat-tree network by using Sleep Mode where some components such as ports and switches are turned off when traffic demand in
the network is relatively moderate. In this paper, we propose a new approach by exploring the design stage of a datacenter network
and focus on how to choose the right switch size that can potentially save the most power during the expected operation of the
network. We also consider Speed Scaling where the power of a switch can be varied by adjusting its processing rate according to
its traffic demand. We first perform analysis and simulation to investigate the power-saving performance of different switch sizes,
power-saving modes and traffic demand patterns. Based on fat-tree networks with sleep mode and supporting a fixed number of
servers, our findings reveal that deploying a large number of small switches is more power-efficient than a small number of large
switches when the traffic demand is relatively moderate or when servers exchanging traffic are in close proximity. With speed
scaling, the reverse is generally true. We confirm our findings using traffic traces from a production data center. Our approach for
studying the fat-tree topology design is also extendible to other types of datacenter network topologies.
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1. Introduction

High energy consumption has become a serious concern
in the design of large-scale enterprise data centers which aim
to provide reliable and scalable computing infrastructure for
massive Internet services. In addition to high electricity bills
and negative environmental implications, increased power con-
sumption may lead to system failures, as data centers increas-
ingly deploy new high-density servers, while their power distri-
bution and cooling systems are approaching their peak capac-
ity. Energy proportional computing [1] has emerged as a new
paradigm for the design and operations of datacenter servers
where the energy consumption is made to scale with the CPU
speed using dynamic voltage and frequency scaling (DVFS)
[2] (also known as speed-scaling). More recently, there is new
awareness and efforts in tackling energy consumption at the dat-
acenter communication network, which consists of the switches
and the links that interconnect the servers [3], [4], [5]. While
the typical share of energy consumption of the datacenter com-
munication network is only 10-20% [4], this share is expected
to increase as the servers’ share of energy consumption decreas-
es with the maturing of energy efficient computing, and as the
required network bisection bandwidth increases to handle in-
creasing communication demands [5].
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In this paper our goal is to enable energy-proportional data-
center communication networks. In particular, we are interest-
ed in making the amount of energy consumed proportional to
the traffic intensity (offered load) in the network. Prior work
[3] and [4] focused on developing algorithms for dynamical-
ly adjusting the set of active links and switches in a particu-
lar datacenter topology, namely the fat-tree topology, to satisfy
changing datacenter traffic loads. Our contributions center on
developing fundamental insights into key structural and scaling
properties of the datacenter network that facilitate energy-pro-
portional communications and on how the current and future
technologies impact and modify these properties. Such insights
are useful in guiding the design and deployment of future dat-
acenter topology designs and analysis of different competing
alternatives. Importantly, the findings transcend the particular
choice of the interconnections topology, i.e. fat-tree, flattened
butterfly [5], Hypercube, de Bruijn [6], etc., and shed light on
the relative number of switches and their sizes that are opti-
mal for given energy-efficient technology. Our results are de-
rived based on formulation of a network design optimization
problem whose solution provides the optimal size and topolo-
gy of the communication network that supports certain number
of servers and their traffic loads. Other important elements in
the design optimization are the power consumption models of
the ports and switches and the level of safety margin (additional
capacity beyond normal levels) to handle unpredictable traffic
surges.

Recent measurement studies of switch power consumption
[7] show that turning on the switch consumes most of the pow-
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er; going from zero to full rate increases power by less than 8%.
Therefore, with today’s technology, our best option for saving
energy in the network is to manage the non energy-proportional
network components intelligently. In particular, a switch or port
is opportunistically turned off, referred to here as “sleep mod-
e” operation, during periods of low traffic demands to achieve
most of the power-saving benefits. Thus, a network of non-pro-
portional components can act as a load-proportional ensemble.
There are design choices for building a communication network
to support certain number of servers, where each design choice
specifies the number of switches, their sizes and their intercon-
nection topology. With the sleep mode operation, we show that
a topology with many small switches is more energy-efficient
than a topology with few large switches when servers are com-
municating in close proximity or when the traffic demand is
low.

The advances made in making energy consumption of server-
s load-proportional using speed-scaling will likely help improve
the energy dynamic range of the switches and ports, and make
inter-server communication energy cost more proportional to
the amount of data being transmitted. [5] gives a proposal for
dynamically tuning individual plesiochronous links to match
the required load while consuming as little power as possible.
[5] also highlights opportunities for future energy-proportional
switch chips. As Ethernet switches typically come in different
sizes, it is natural to ask whether a specific switch size can op-
timize a given objective function during the operation of a data
center. In this paper, we use energy as the objective function
we want to minimize. Our study reveals that when switches op-
erate in speed-scaling mode, the optimal topology favors few
large switches, which is contrary to our findings with the sleep-
mode operation.

This paper is an extension of our previous paper [8]. In
particular, we conducted more simulations to test the packet
delay and loss rate performance when power-saving features
of the data center network are enabled. The results show that
the impact of traffic consolidation to the performance is minor
when a proper safety margin is set. Besides the synthetic traffic
used in [8], a real-life datacenter traffic trace is used in this
extended version to test the datacenter network.

The contributions of the paper can be summarized as fol-
lows.

1. We developed two power consumption models for fat-
tree datacenter networks with two different power sav-
ing techniques (i.e., sleep mode and speed-scaling mod-
e). The developed power models will potentially benefit
future datacenter research by providing a methodology
for calculating the datacenter power consumption. Our
approach for studying the fat-tree topology design is also
extendible to other types of datacenter network topolo-
gies.

2. We evaluated the power models using both synthetic and
real-life datacenter traffic. The results confirm the accu-
racy of the power models.

3. Based on the power models, we developed the fundamen-
tal insights into the key structural and scaling properties

of datacenter networks that facilitate energy-proportional
communications and studied how the current and future
technologies impact and modify these properties.

In the next section, we summarize the related work. Sec. 3
provides the preliminaries on generalized fat-trees. We then
present power consumption analysis with sleep mode in Sec. 4
followed by speed-scaling mode in Sec. 5. Experiments with
packet and flow models using both synthetic traffic and real
traces are investigated in Sec. 6. We also evaluate the impact
of energy-saving mechanisms on quality-of-service measures
such as packet loss rate and packet delay. Finally, we conclude
the paper in Sec. 7.

2. Related Work

Several recent researches have studied the issue of power
consumption of network devices in the data center, and pro-
posed schemes to achieve energy proportionality in Data Cen-
ter Networks (DCNs). ElasticTree [3] proposes to dynamically
turn on or off switches and links based on time-varying traf-
fic of DCN to achieve a minimum-power network subnet. The
traffic flows are consolidated onto as few routes as possible by
flow rerouting in the minimum-power network. The consol-
idation approach of ElasticTree is developed based on a real
data center trace, in which the rate of each flow was assumed
to be constant during the consolidation phase. CARPO [4] ob-
served that bandwidth demands of most flows do not peak at
the same time in real DCNs, and proposed a correlation-aware
traffic consolidation scheme that consolidates flows with low
correlation together to save more power.

Some other researches proposed schemes to adapt the link
rate according to the workload on each link [5] [9] [10]. Com-
pared to the schemes using traffic consolidation, the schemes
using link rate adaptation can only achieve small power saving
due to the fact that the majority amount of power of a DCN is
consumed by components such as fans and switch fabrics.

3. Preliminaries

We focus on fat-tree networks as they are well-known and
widely deployed in data centers. Our methodology, however,
is also applicable to other networks. A fat-tree maintains con-
stant bisection bandwidth as one traverses from the switches at
the bottom of the tree to the switch at the root [11]. Typical-
ly, fat-tree networks for data centers are constructed with two
or three levels of switches. In practice, the network is built by
replicating constant-degree switches at each level to support the
required bandwidth [12]. At the bottom, half of the ports of a
switch are used to connect to servers (or racks of servers) and
the other half to other switches. At other levels, all ports are
used to connect to other switches.

Prior work on fat-tree datacenter networks only considers
a configuration with 3 levels of switches [3][4]. In [12], it is
shown that a fat-tree network using k-port switches with 3 lev-
els requires 5k2/4 switches and can support k3/4 servers (or
racks). In this section, we describe the construction of a fat-tree
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Figure 1: SFT(4, 3) constructed from two SFT(4, 2)’s.

network with arbitrary number of levels. This allows us to pose
a deeper power-consumption problem at the design stage where
one can choose the right topology (e.g., for a fat-tree, what is
the optimal number of levels?) with the right switch size (e.g.,
for a fat-tree, what is the value of k?). At the operation stage,
we also address speed-scaling mode while prior work only deals
with sleep mode.

To describe the construction of a fat-tree with an arbitrary
number of levels, we adopt some notations in [13][14]. Let
FT(k, n) denote a fat-tree constructed by n levels of k-port
switches, where k is a multiple of 2. We call level-n switches
for those at the top and level-1 switches for those that connect
to servers at the bottom. A fat-tree can be constructed by con-
necting each of the top-level (level-n) switches of FT(k, n) with
k sub-fat-trees SFT(k, n−1)’s that have n−1 levels of switch-
es. FT and SFT are different in that the top-level switches of
SFT must provide up-links while those of FT do not. In other
words, each switch of SFT has k/2 up-links and k/2 down-
links, while each switch at level n has k down-links and no
up-links.1 In general, SFT(k, l), 1 < l < n, can be recur-
sively constructed by connecting each of the top-level (level-
l) switches of SFT(k, l) with k/2 SFT(k, l − 1)’s. At level 2,
each of the top-level switches of SFT(k, 2) is connected to k/2
SFT(k, 1)’s, where each SFT(k, 1) is just a single switch with
k/2 down-links connecting to servers. Fig. 1 shows an example
of SFT(4, 3).

To see the inter-connections, note that each of the k/2 S-
FT( k, 1)’s has k/2 up-links; each of the up-links connects to
one of the k/2 top-level switches of SFT(k, 2). Thus, the to-
tal number of up-links from k/2 SFT(k, 1)’s to k/2 top-level
switches of SFT(k, 2) is (k/2)2. Generally, it can be easily
seen by induction that the total number of up-links from k/2
SFT(k, l − 1)’s to (k/2)l−1 top-level switches of SFT(k, l) is
(k/2)l, for 1 < l < n. Since there are k SFT(k, n − 1), the
total number of up-links from k SFT(k, n−1)’s to the top-level
switches of FT(k, n) is 2(k/2)n. Thus, the number of switches
at level n is 2(k/2)n/k = (k/2)n−1. For l ̸= n, the number of
switches at each level is 2(k/2)n−1. Thus, the total number of
switches in FT(k, n) is (2n− 1)(k/2)n−1 and the total number
of servers (racks) supported is Nh = 2(k/2)n. Note that for a
given number of servers Nh, one can choose different pairs of

1In practice, a few up-links are needed to connect the level-n switches
through routers to the Internet.

(k, n) to support the servers. Generally, it may not be possible
to find the pairs that give the same value 2(k/2)n. In this case,
some sub-fat-trees SFT(k, ·)’s of FT(k, n) can be removed if the
number of servers is less than those that can be supported by the
’full’ fat-tree.

4. Power Consumption with Sleep Mode

4.1. Formulation for General Datacenter Networks
We assume that the power consumption of a datacenter net-

work depends on the switch power and link power. We use the
term sleep mode to indicate that a given network component can
be turned off when there is no traffic through it. The optimiza-
tion problem for minimizing power consumed by the network
can be formulated as an integer linear program. Formally, let
a datacenter network be represented as a graph G = (N,L),
where N is the set of switches and L is the set of unidirectional
links. Let M be the set of server-to-server unidirectional traffic
with each flow m ∈ M of rate dm entering an ingress switch
sm and exiting an egress switch tm. If some of the traffic m
is routed through the link from switch i to switch j, we let xm

ij

represent the bandwidth consumed on the link (i, j) by the traf-
fic. We assume the capacity of the link (i, j) is Cij . Usually,
Cij = Cji, ∀i, j. Let Xij , ∀(i, j) ∈ L, denote a binary variable
that is equal to 1 if link (i, j) is enabled and 0 otherwise. In
practice, Xij = Xji. Also, let Zi denote a binary variable that
is equal to 1 if switch i is enabled and 0 otherwise, ∀i ∈ N . To
quantify the power consumption, we further let P s

i denote the
power of switch i ∈ N . We also let P l

i,j denote the power need-
ed to enable unidirectional link (i, j). Here, a switch includes
switching fabrics, line cards and possibly other modules, but
excludes link.

For a given traffic demand matrix, the optimization prob-
lem that minimizes power consumption can be formulated as
follows.

minimize
∑

(i,j)∈L

P l
i,jXij +

∑
i∈N

P s
i Zi (1)

subject to

∑
j∈N :(i,j)∈L

xm
ij −

∑
j∈N :(j,i)∈L

xm
ji =

 dm, i = sm,m ∈ M
−dm, i = tm,m ∈ M
0, otherwise

(2)∑
m∈M

xm
ij ≤ Cij , ∀(i, j) ∈ L. (3)

Xij = Xji, ∀(i, j) ∈ L. (4)∑
m∈M

xm
ij/Cij ≤ Xij , ∀(i, j) ∈ L. (5)

Xij ≤ Zi, ∀(i, j) ∈ L. (6)

Zi ≤
∑

m∈M,j∈N :(i,j)∈L

xm
ij , ∀i ∈ N. (7)

Eq. (1) defines the objective function to be minimized. E-
q. (2) ensures flow conservation. While Eq. (3) represents the
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Figure 2: A representation of Fig. 1 in terms of logical switches.

bandwidth constraint on the link, Eq. (4) states the natural bi-
directional property of the activity of a link. Eq. (5) ensures
that a link is enabled when there is a non-zero flow through the
link, while Eq. (6) ensures that a switch is enabled when one
of its links is enabled. Finally, Eq. (7) ensures that a switch is
deactivated when there is no flow through it.

The above formulation has been implemented in AMPL and
solved by CPLEX. Unfortunately, the problem is NP-complete
for integer flows, which leads to long runtime for datacenter
networks with realistic sizes. We thus explore an alternative
method in the following subsection.

4.2. Efficient Method for Fat-Tree Networks

4.2.1. Power Consumption Analysis
The formulation in the previous subsection allows for dif-

ferent switches to have different number of ports, different links
to have different capacities, and the topology to be arbitrary. On
the other hand, a fat-tree topology exhibits high regularity. In
particular, links typically have the same capacity, switches have
the same size, and the topology is regular. We take advantage
of the regularity of a fat-tree network to decide whether to turn
on/off switches or ports2. The following approach gives the ex-
act same results for power consumption as the approach in the
previous subsection, but comes with much less computational
burden.

From the description in Sec. 3, note that each of the top-
level switches of SFT(k, l) (or FT(k, n) at level n) has a link
to each of the SFT(k, l − 1)’s. This observation allows us to
view the top-level switches of a given SFT(k, l) as one logical
switch, LS(k, l), consisting of multiple switches. Each logical
switch LS(k, l) can continue to maintain the connectivity to al-
l its children LS(k, l − 1)’s as long as at least one switch in
LS(k, l) remains on. The number of switches that can be turned
off depends on the load of the logical switch. Fig. 2 shows the
simplified representation of Fig. 1 in terms of logical switches.

Let the capacity of each k-port switch be denoted by Cs(k)=
k Cp, where Cp is the port/link capacity. Since the number of
switches per logical switch at level l is (k/2)l−1, the maximum
capacity of a logical switch is

CLS(k, l) = (k/2)l−1Cs(k), (8)

when all switches and ports are turned on. Let the aggregate
traffic rate from a given LS(k, l) to its parent LS(k, l + 1) be

2A port is equivalent to a pair of unidirectional links at each of the two
endpoints.

denoted by Ru(k, l) and the aggregate traffic rate from the par-
ent LS(k, l + 1) to the LS(k, l) be denoted by Rd(k, l). Then,
R(k, l) = max{Ru(k, l), Rd(k, l)} is the aggregate traffic that
needs to be supported by the up-link ports of LS(k, l) or the cor-
responding SFT(k, l). The number of up-link ports that are to
be turned on at LS(k, l) for minimum power consumption is

Nu
p (R, k, l) = max{⌈R(k, l)/Cp⌉, 1}, ∀ l < n,

with at least one port turned on to maintain connectivity to
all servers. The rest of the up-link ports of LS(k, l) can be
turned off and the corresponding down-link ports at the paren-
t LS(k, l + 1) are also turned off. As the parent LS(k, l + 1)
has multiple children, the parent will turn off its corresponding
down-link ports for each child. Let Nd

p (R, k, l + 1) denote the
sum of all down-link ports that are to be turned on at a parent
LS(k, l + 1) to incur minimum power consumption. At each
level l, the number of switches at logical switch LS(k, l) that
are to be turned on is

Ns(R, k, l) =


max{⌈Nd

p (R, k, l)/k⌉, 1}, l = n,
max{⌈Nd

p (R, k, l)/(k/2)⌉, 1}, 1 < l < n,
1, l = 1,

where we assume that at least one switch per logical switch is
turned on to maintain connectivity.

The calculation for power consumption with sleep mode is
illustrated in Algorithm 1. The computational complexity is
O((k/2)n), which is extremely low as it is linear in the number
of servers. In the algorithm, we assume that the switches and
their down-link ports at level-1 are always turned on to maintain
connectivity to all servers.

Algorithm 1 Power consumption with sleep mode
1: INPUT: k, n and traffic demand matrix.
2: OUTPUT: Power consumption.
3: Construct a tree with each node representing a logical switch.
4: Route all the traffic demand.
5: for each level l from 1 to n
6: for each LS(k, l) from 0 to 2(k/2)n−l − 1
7: Retrieve saved result from children for Nd

p (R, k, l), if l > 1.
8: Compute Ns(R, k, l), if l > 1.
9: Turn off unused down-links and switches, if l > 1.

10: Compute Nu
p (R, k, l).

11: Turn off unused up-links.
12: Update the corresponding Nd

p (R, k, l + 1) at LS(k, l)’s parent.
13: and save the result for steps 7-9, if l < n.
14: end for
15: end for
16: Compute power based on the number of enabled switches and links.

Note that the above computation of Nu
p (R, k, l) is general-

ly unachievable if the traffic from SFT(k, l) is spread over all
links of SFT(k, l + 1). However, Nu

p (R, k, l) is achievable if
the traffic is packed to the minimum number of up-link ports
that can support the aggregate traffic. This can be done, for ex-
ample, if each SFT(k, l) with its up-link ports numbered from
0 to (k/2)l−1, sends its up-link traffic to SFT(k, l+1) packed
to the left part from port 0 to port jmax

l , where jmax
l < (k/2)l.

To have efficient packing where each up-link port from 0 to
jmax
l will have nearly equal load, we adopt an approach where
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each switch applies Valiant Load Balancing (VLB) among the
active ports. VLB has been effectively applied in VL2 when
each server typically sends and receives many concurrent pack-
et flows [15]. If each of SFT(k, l)’s, l = 1, · · · , n− 1, packs its
up-link traffic to its left-most ports and the interconnections to
SFT(k, l+1) form a perfect-shuffle [16], then the traffic will be
packed to the left most switches of SFT(k, l + 1); among those
that carry traffic, the traffic will also be packed to the left most
down-link ports. Although the above computation assumes per-
fect packing, in practice there may be slight load imbalances
among different active ports because flows may have varying
rates.

4.2.2. Power-Consumption Evaluation
We evaluate fat-tree networks for different configurations

using Algorithm 1. For computing power consumption, we cat-
egorize a switch into two components: chassis and ports. The
chassis includes the switching fabric and other modules such
as line cards, processing modules, etc. It has been shown that
the power consumption of a multi-stage switching fabric scales
according to O(k log k), while a crossbar-type switching fabric
scales according to O(k2) [17], where k is the number of ports.
For other modules such as line cards, it is reasonable to assume
that the power consumption scales according to O(k). Suppose
there is a choice of several switch sizes where the smallest one
is equipped with kmin ports. Then, the chassis power of a k-
port switch, when the switch is turned on, can be expressed as

P s(k) = η1(k/kmin) + η2(k log(k))/(kmin log(kmin), (9)

and the chassis power is zero if the switch is turned off. The first
term represents the scaling due to other modules and the second
term represents the scaling due to a switching fabric. Note that
we take a more conservative power model for the switching fab-
ric.

In the following, we assume that the parameter values in
Eq. (9) are η1 = 50W and η2 = 50W. In addition, each switch
port has a capacity Cp = 10 Gbps and consumes 2W when it is
turned on (active). A switch port consumes zero power if it is
turned off. We observe that the general qualitative results (i.e.,
advantages of using small switches versus large switches) do
not change when we experimented with other combinations of
the above parameter values.

For the traffic patterns, we decided to adopt those described
in previous work ([3][4]) to maintain consistent qualitative re-
sults. We first consider the case where each server i, for i =
0, · · · , Nh − 1, sends traffic to a fixed server j at a rate given
by

λi,j =

{
d, if j = (i+ z) mod Nh

0, otherwise. (10)

We set z = 1 for near traffic and z = Nh/2 for far traffic in
Eq. (10). A mixture of the two consists of far traffic of rate αd
and near traffic of rate (1 − α)d, where α is the percentage of
far traffic over the total traffic.

Fig. 3 compares the powers consumed by two different fat-
tree configurations that support the same number servers Nh =
8192: FT(16, 4) and FT(128, 2). While FT(16, 4) needs 3584
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Figure 3: Power consumption with sleep mode under near-far traffic.

small switches (16-port), FT(128, 2) can be deployed with 192
large switches (128-port). As can be seen from the figure, if
α = 0 (all near traffic), the power consumed with small switch-
es is always less than that consumed with large switches. This
is because only a low percentage of small switches need to be
turned on and these small switches consume less power than
the large ones. If α = 0.3 (30% far traffic), small switches still
consume less power than large switches when the traffic load
(d/Cp) is below 0.35 approximately. Beyond that, many more
small switches need to be turned on and the power consumption
with small switches becomes larger than that with large switch-
es.

The main observation is that when the far traffic is domi-
nant and the traffic load is relatively high, it is generally more
power-efficient to use large switches than small switches. In-
terestingly, even if far traffic is dominant, small switches can
be more power-efficient if the traffic load is low. This situa-
tion, for example, can be applicable for a data center that ex-
periences low traffic load most of the time with possible surges
of traffic load occurring less frequently during busy hours. In
addition, if most communicating servers can be localized and
results in mostly near traffic, then deploying small switches is
also more advantageous than large switches independent of the
traffic load.

One may note from Fig. 3 that the power saving using s-
mall switches may first seem small (up to 12%) compared to
that using large switches. If one notes that the maximum power
saving using large switches in this case is about 40%, the ad-
ditional saving using small switches is actually appreciable. A
disadvantage of using small switches is that it incurs additional
hops, which translates to additional delay.

We next consider another traffic pattern where each server
i, for i = 0, · · · , Nh−1, sends traffic to another server at a ran-
dom location j. In particular, we assume that server i chooses
server j according to the following geometric distribution:

Pr{j = (i+z)modNh} = (1−p)z−1p, z = 1, 2, · · · . (11)

The average distance between two communicating servers is
approximately 1/p when Nh is large, but can be considerably
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smaller if Nh is very small due to the modulo operation.
Fig. 4 shows the network power consumption under geo-

metric traffic pattern, computed using Algorithm 1. Again, we
observe that fat-tree with small switches consumes less power
than that with large switches when the traffic load is moderate.
When the traffic patterns are more localized (larger values of
p), FT(16, 4) can be more power-efficient than FT(128, 2) over
a wider range of traffic load. We have also experimented with
much larger datacenter networks, and found that the tradeoffs
remain consistent.

5. Power Consumption with Speed-Scaling Mode

5.1. Formulation for General Datacenter Networks

Another approach to reduce power consumption is to vary
the clock frequency (speed) of some components in the net-
work. This approach is typically called speed scaling or rate
adaptation [9], where the frequency at which a network compo-
nent (e.g., a switch) operates can be increased or decreased to
match the offered load. The power consumption of a switch i
is modeled as an affine function to reflect power proportionali-
ty [9] and is given by

P s
i (x) = aix+ bi, (12)

where ai and bi are some constants and x is the traffic load at the
switch. Since a link/port generally cannot be subjected to speed
scaling, we assume that a link can only be turned on or off. For
example, Ethernet can only adjust its link speed at 10, 100, or
1,000 Mbps, but not at higher rate that is usually used in latest
deployment. The optimization problem with speed scaling can
be formulated as follows.

minimize
∑

(i,j)∈L

P l
i,jXij +

∑
i∈N,(j,i)∈L,m∈M

P s
i (x

m
j,i + dm)

(13)

subject to

∑
j∈N :(i,j)∈L

xm
ij−

∑
j∈N :(j,i)∈L

xm
ji =

 dm, i = sm,m ∈ M
−dm, i = tm,m ∈ M
0, otherwise

(14)∑
m∈M

xm
ij ≤ Cij , ∀(i, j) ∈ L. (15)

Xij = Xji, ∀(i, j) ∈ L. (16)∑
m∈M

xm
ij/Cij ≤ Xij , ∀(i, j) ∈ L. (17)

The objective function in Eq. (13) consists of link power
using sleep mode and switch power using speed-scaling mod-
e. The interpretations of Eq. (14)-Eq. (17) are the same as be-
fore. As the above formulation is also impractical for reason-
ably sized networks, we will present a method that takes advan-
tage of the regularity of a fat-tree network.

5.2. Efficient Method for Fat-Tree Networks

5.2.1. Power Consumption Analysis
The computation of the network power consumption with

speed scaling is similar to that with sleep mode. One primary
difference is that switches employing speed scaling are never
turned off. Suppose the power of a switch i receiving traffic at
rate λi is given by P s

i (λi) = aiλi + bi. If switches are within a
logical switch LS(k, l), then ai = a and bi = b,∀i ∈ LS(k, l),
as these switches are of the same type. The power consumed
by a logical switch LS(k, l) that is carrying traffic at rate λi at
each switch i within the logical switch is given by

PLS =
∑

i∈LS(k,l)

(aiλi+bi) =
∑

i∈LS(k,l)

(aλi+b) = aλ+bNLS ,

where the aggregate traffic rate is λ =
∑

i∈LS(k,l) λi and the
number of switches in a logical switch is NLS . The above im-
plies that the power consumed by a logical switch is invariant to
how the aggregate traffic rate is distributed among the switches
within a given logical switch as long as no switch is overload-
ed. As a result, the computation for power consumption at a
logical-switch level is simplified as we only need to consider
the aggregate traffic at a logical switch (but not at the individ-
ual switch). Nevertheless, traffic packing with speed scaling is
still beneficial as it will minimize the number of ports that need
to be turned on.

In addition to considering the traffic between LS(k, l) and
LS(k, l+1) (i.e., Ru(k, l) and Rd(k, l)) as described in Sec. 4.2.1,
we also need to consider the traffic from each source LS(k, l−1)
to each destination LS(k, l − 1) that passes through a given
LS(k, l) in order to account all traffic entering LS(k, l). Let
the aggregate rate of all traffic entering LS(k, l) be denoted by
Ř(k, l). We summarize the procedure for implementing speed-
scaling mode in Algorithm 2.
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Algorithm 2 Power consumption with speed-scaling mode
1: INPUT: k, n and traffic demand matrix.
2: OUTPUT: Power consumption.
3: Construct a tree with each node representing a logical switch.
4: Route all the traffic demand.
5: for each level l from 1 to n
6: for each LS(k, l) from 0 to 2(k/2)n−l − 1
7: Retrieve saved result from children for Nd

p (R, k, l), if l > 1.
8: Turn off unused down-links, if l > 1.
9: Compute PLS (power at LS(k, l)).

10: Compute Nu
p (R, k, l).

11: Turn off unused up-links.
12: Update the corresponding Nd

p (R, k, l + 1) at LS(k, l)’s parent.
13: and save the result for steps 7-8, if l < n.
14: end for
15: end for
16: Compute total power from the switches and the number of enabled links.
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Figure 5: Power consumption with speed-scaling mode under near-far traffic.

5.2.2. Power-Consumption Evaluation
We assume that a logical switch LS(k, l) uses speed-scaling

and its power consumption [9] is given by

PLS = P idle + (Pmax − P idle)Ř(k, l)/CLS(k, l),

where CLS(k, l) is the capacity of a logical switch given in E-
q. (8). P idle is the power consumption when the logical switch
is idle (i.e., all switch ports are enabled but don’t have traf-
fic) and cannot be eliminated through speed-scaling. Pmax is
the maximum power consumption when the incoming traffic
rate reaches the switch capacity. Since a logical switch LS(k, l)
consists of (k/2)l−1 k-port switches, Pmax = (k/2)l−1P s(k),
where P s(k) is the power consumption of a k-port switch given
in Eq. (9).

Fig. 5 shows the power consumption using the same near-
far-traffic model as in Sec. 4. It is assumed that P idle = 0.5Pmax.
The qualitative results remain unchanged over a wide range of
P idle values. Because small switches require more ports and
there is no opportunity to turn off switches with speed-scaling,
a large number of small switches are likely to consume more
power than a small number of large switches irrespective of the
traffic patterns.

Fig. 6 shows the corresponding curves under geometric traf-
fic. We also see similar observations as with the near-far traffic
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Figure 6: Power consumption with speed-scaling mode under geometric traffic.

in that small switches never show an advantage at any traffic
load. It can be concluded that networks using large switches are
generally more power-efficient than those using small switches
with speed scaling.

6. Simulation Evaluation

6.1. Simulation Setting
In this section, we turn to simulation to evaluate the power-

saving performance of fat-tree networks with different switch
sizes. The simulation experiments were conducted on a data-
center testbed built on NS-3, supporting packet mode and flow
mode. We use the bin-packing algorithm proposed in Elastic-
Tree [3] to consolidate flows to a minimum set of paths that are
required to sustain different traffic loads. Typically datacenter
networks incorporate some level of capacity safety margin to
prepare for traffic surges [3]. In such cases, the network may
allocate more capacity than essential for normal workload. To
implement safety margin, we monitor the utilization of each
outgoing port of a switch. If the safety margin is set to θ,
then a new port on the same side of the switch will be enabled
(opened) when the utilization exceeds 1 − θ. The correspond-
ing port in another switch will also be enabled to establish the
new link. The performance metrics evaluated in the simulation
include power-saving efficiency, packet delay, and packet-loss
rate.

In the packet-mode simulation, each server injects a certain
number of UDP flows into the fat-tree network with packets of
size 1.5KB. To emulate flow arrivals and terminations, we give
each flow two states: ON and OFF. The duration of each flow
(i.e., the ON state) is an exponentially distributed random vari-
able, which is determined when the flow is generated. The idle
time (i.e., the OFF state) of each flow is also an exponentially
distributed random variable, decided when the previous ON s-
tate finishes. In our simulation, the average ratio of ON period
to OFF period is 3.

With packet-mode simulation, we are able to obtain per-
formance metrics including power-saving efficiency, packet de-
lay, and packet-loss rate. However, because of its long sim-
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ulation time, only relatively small fat-tree networks can be e-
valuated in a reasonable period of time. Here we use packet-
mode simulation to evaluate two 512-server fat-tree networks,
one with 4 levels (i.e., FT(8, 4)) and the other with 2 levels
(i.e., FT(32, 2)). The link capacity of the fat-tree networks is
assumed to be 1 Gbps, and the link delay is 2 microseconds.
Each output port of the switch has a buffer space of 50 1.5KB
packets (i.e., 75KB).

Flow-mode simulation captures flow arrival and termination
events without injecting packets as in the packet mode. The du-
rations of a flow and between flows are exponentially distribut-
ed. Due to its coarser granularity, flow-mode simulation can be
used to evaluate power-saving efficiency for large-scale fat-tree
networks with different flow arrival patterns. Two 8192-server
fat-tree networks with different switch sizes (i.e., FT(16, 4) and
FT(128, 2)) are used in the evaluation.

We consider two different traffic patterns in the evaluation,
near and far, which are defined in Eq. 10. Each switch dis-
tributes packets evenly across its output ports to the upper-level
switches using hashing on a per-flow basis. Here we assume
that there are many flows between each source-destination pairs
so that flow sizes are relatively small compared with the link ca-
pacity. In such a case, the traffic loads on different parallel links
are nearly equal.

Two power models (sleep mode and speed-scaling mode)
are used in simulation to evaluate the power consumption of
the fat-tree networks. Parameters used in simulations are the
same as those used in analysis, unless stated otherwise.

6.2. Power-saving Performance

Figure 7 shows the power consumption of two 8192-server
fat-tree networks (FT(16, 4) and FT(128, 2)) using the sleep
mode. The evaluation is based on three different traffic patterns
and the safety margin is set to θ = 0. The three traffic patterns
are: (1) all near: meaning that 100% traffic from each server
is near traffic (i.e., α = 0); (2) 30% far: meaning that 30%
traffic from each server is far traffic and 70% is near traffic (i.e.,
α = 0.3); (3) 50% far: meaning that 50% traffic from each serv-
er is far traffic and 50% is near traffic (i.e., α = 0.5). We can
see that when using the sleep mode, small switches are more
power-efficient than large switches when servers are commu-
nicating in close proximity or when the traffic demand is low.
When servers are communicating with other far servers or the
traffic demand is high, large switches are more power-efficient.
The simulation result matches our analytical result very well.

Figure 8 shows the power consumption of two 8192-server
fat-tree networks (FT(16, 4) and FT(128, 2)) in the speed-scaling
mode. We can see that with the speed-scaling mode, large
switches are more power-efficient than small switches, which
is also consistent with our analytical result.

From Figure 7 and Figure 8, we can see that the power con-
sumption of the fat-tree networks is roughly linear to the traffic
load when sleep mode or speed-scaling mode is enabled. A fat-
tree network without power saving will consume more power
that is also independent of the traffic load.
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6.3. Packet Delay and Loss Rate

Since the packet-mode simulation is very time-consuming,
we evaluate packet delay and loss rates only on small fat-tree
networks with 512 servers using sleep mode. With sleep mode,
the fat-tree initially starts as a thin-tree when the load is low
as the bisection bandwidth decreases at higher levels. It be-
comes fatter as the load increases. We want to study if the
power-saving feature (i.e., sleep mode) adopted by the fat-tree
networks will have any adverse impact on performance. Fig-
ure 9 shows the packet delay and packet-loss rates in a 4-level,
512-server fat-tree network FT(8, 4). The traffic pattern from
each server consists of 50% near traffic and 50% far traffic, and
the safety margin is θ = 0.1. We can see that the packet-delay
curve shows a sawtooth pattern, with an increasing trend as the
load increases. The sawtooth pattern of the delay curve is the
consequence of flow consolidation. Packet delay in a fat-tree
network is dominated by the most congested link(s). When the
traffic load is very low, the system only needs a minimal span-
ning tree and no congestion occurs. Also, the packet delay is
very low. As the traffic load increases, multiple links of the
minimal spanning tree starts to be more congested as can be
observed by the increasing trend of the packet delay. When
the load on the most congested link exceeds a pre-determined
threshold (i.e., 1− θ = 0.9 in this case), a new path will be ac-
tivated to relieve the current congestion. That is why there are
recurrent drops in the packet delay, forming a sawtooth pattern,
as the traffic load increases.

The above phenomenon can be easily understood when we
look at Figure 9 and Figure 10 together. Figure 10 shows the
average link utilization values at different levels of the fat-tree
network. These curves also show a sawtooth pattern. When the
traffic load increases, the link utilization values at different lev-
els increase linearly but with different slopes. The differences
in slopes are due to the fact that the number of opened links
between levels 3∼4 is only 2/k-th (in this case, k = 8) of that
between levels 2∼3, while the total traffic loads on both levels
are identical. So, when the traffic load increases, the load on
links between levels 3∼4 increases much faster than those on
links between levels 2∼3 and level 1∼2. When the links be-
tween levels 3∼4 become congested, new links between levels
3∼4 will be opened to relieve the congestion. This is the reason
that we see the sawtooth pattern occurring first on links between
levels 3∼4. It is also intuitively clear that the peaks and valleys
that appear in the delay curve of Figure 9 and the level 3∼4
utilization curve of Figure 10 always occur at the same value
of the traffic load. This is because high link utilization directly
causes high packet delay. Since we use a relatively large safe-
ty margin value of 0.1 in this scenario, packet loss is generally
rare, as shown in Figure 9.

6.4. The Impact of Safety Margin on Performance

Figure 11 and Figure 12 show the packet delay and packet-
loss rates of the 512-server fat-tree network FT(8, 4) under safe-
ty margins 0.05 and 0.01, respectively. Other settings in these
two figures are identical to those in Figure 9. We can see that a
slight change to the safety margin from 0.01 to 0.05 can lead
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Figure 9: Packet delay and loss rate of fat-tree network FT(8, 4) (safety margin
θ = 0.1, traffic pattern: 50% far).
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Figure 11: Packet delay and loss rate of fat-tree network FT(8, 4) (safety mar-
gin: θ = 0.05, traffic pattern: 50% far).

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8
 0

 0.2

 0.4

 0.6

 0.8

 1

A
ve

ra
ge

 P
ac

ke
t D

el
ay

 (
m

s)

P
ac

ke
t L

os
t R

at
e 

(%
)

Traffic load

packet delay
packet lost

Figure 12: Packet delay and loss rate of fat-tree network FT(8, 4) (safety mar-
gin: θ = 0.01, traffic pattern: 50% far).

to significant changes on the performance, especially on the
packet-loss rate. The impact becomes smaller when we con-
tinue to increase the safety margin.

6.5. The Impact of Safety Margin on Power Consumption

In Figure 13, we show the power consumption of the fat-
tree network FT(8, 4) when different safety margins are used.
We observe that the impact of the safety margin on power con-
sumption is generally minor.

Based on the simulation results above, it is wise to select a
moderate safety margin (e.g., θ = 0.1) in the fat-tree network to
achieve a good balance between packet delay, packet-loss rate
and power consumption.

6.6. The Impact of Switch Size on Performance

Figure 14 shows the average link utilization between levels
2 and 1 of a 2-level 512-server fat-tree network FT(32, 2) under
50% far traffic pattern. We set θ = 0.1. As shown in the figure,
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 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

U
til

iz
at

io
n

Traffic load

level 1 to 2

Figure 14: Average utilization of links between level 2 and level 1 of fat-tree
network FT(32, 2) (safety margin: θ = 0.1, traffic pattern: 50% far).

10



 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8
 0

 0.002

 0.004

 0.006

 0.008

 0.01

A
ve

ra
ge

 P
ac

ke
t D

el
ay

 (
m

s)

P
ac

ke
t L

os
t R

at
e 

(%
)

Traffic load

packet delay
packet lost

Figure 15: Packet delay and loss rate of fat-tree network FT(32, 2) (safety
margin=0.1, traffic pattern: 50% far).

the curve has a sawtooth pattern similar to those in the 4-level
fat-tree network FT(8, 4).

Figure 15 shows the packet delay and packet loss-rate per-
formance of FT(32, 2). Packet loss is generally low in this case.
When compared with Figure 9, we can see that large switches
with fewer hops have better packet delay and loss-rate perfor-
mance.

6.7. Evaluation using Real-life Datacenter Traffic
The evaluation presented above is based on synthetic traf-

fic. We now evaluate the power saving efficiency of fat-tree
networks with different switch sizes using traffic traces from a
real datacenter. We were able to collect the traffic traces at sev-
eral aggregation links from a production data center for a period
of six hours on 8 Nov. 2012. This data center consists of over
2000 servers, serving over one million intranet users to provide
a variety of services including email service, SAN based file
sharing, Microsoft IIS based web cluster, traditional mainframe
applications such as HR, payroll, and purchasing, new collabo-
ration tools such as SharePoint and helpdesk ticketing system,
and separate servers farms for application development, staging
and quality analysis (QA). The average link utilization over the
measurement period (i.e., six hours) is shown in Figure 16.

We map flows in the traffic traces to two 512-server fat-tree
networks, FT(8, 4) and FT(32, 2), based on their source and
destination IP addresses, such that on average 50% of the traffic
from each server is far traffic. Each server may have multiple
IP addresses for different virtual machines.

Figure 17 shows the power consumed by the fat-tree net-
work FT(8, 4) in sleep mode. We can see that the power con-
sumption tracks the traffic load well, thanks to the power saving
feature.

Figure 18 shows the power consumed by the fat-tree net-
work FT(32, 2) in sleep mode. The power consumption of
FT(32, 2) shows smaller fluctuation than that of FT(8, 4). This
is because the number of switches in FT(32, 2) is lower than
that in FT(8, 4). Thus, fewer switches can be turned off or on
in FT(32, 2) when traffic load varies. The power consumption
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Figure 16: Average link utilization in a production datacenter network.
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Figure 18: Power consumption of FT(32, 2) under real-life datacenter traffic.

of FT(32, 2) is also lower than that of FT(8, 4) since far traffic
is quite substantial. In this case, using large switches is gener-
ally more power-efficient than using small switches.

7. Conclusion

In this paper, we presented a methodology at a design stage
of deploying a datacenter network. Given the number of server-
s that need to be supported in a data center and the network
topology, our approach determines the right switch size that
minimizes the energy consumption of the network during the
expected operation of the data center. Our analytical and sim-
ulation results reveal that a fat-tree network using sleep mode
with a large number of small switches would generally con-
sume less power than the counterpart with a small number of
large switches when the traffic demand is low or localized. This
observation is generally not true if the network uses the speed-
scaling mode for power saving. Our methodology provides use-
ful guidance during the design stage of a datacenter network to
further reduce the network power consumption proposed in pri-
or work. In this work, we only consider advantages in terms
power saving. In practice, other factors such as equipment cost,
deployment or labour effort, etc., would also have to be taken
into account. These factors will be investigated in the future.
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